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Abstract: Female-oriented technologies (FemTech) promise to enable women to take control of their bodies
and lives, helping them overcome the many existing challenges in medical care and research. From lack of
data about women in general, to bias and discrimination in health studies, data sets, and algorithms, FemTech
has come a long way to centre women in the design and development of such systems. Yet, the FemTech
industry remains largely unregulated, particularly when it comes to security, privacy, and safety. These issues
can lead to catastrophe given the highly sensitive nature of the data FemTech technologies handle. In this
paper, we show how such threats are already putting women at risk; where in some cases, the lack of proper
security and privacy safeguards can put human life at risk. We also present the results of some of our ongoing
research on the massive data collection of FemTech about end-users and others (baby, partner, family, etc.).
We set an agenda for research on the security and privacy of FemTech and call for a better legal framework to
regulate FemTech.
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1 INTRODUCTION
This vision paper critically discusses the cybersecurity and privacy of FemTech, with a focus on
consumer devices. FemTech includes mobile apps, Internet of Things (IoT) devices and a variety of
products and services, that all aim to help women manage their health1. They cater to a range of
specific health issues (menstruation, menopause, and pregnancy), general wellbeing or longevity
(mental health, healthy living), or the management of specific health conditions (breast cancer,
migraines, endometriosis). The FemTech market is increasingly growing, and saw a huge boost
from the shifts in health management brought about by the pandemic. There are already over 1300
FemTech companies offering a huge range of products, with a market size of $40.2 billion in 2020
alone [10]. Evidence has shown that gender bias has long existed in medical practice, research
and education with generalised guidelines created from the study of one gender getting applied to
∗This work was conducted when the the first two authors were at Newcastle University, UK.
1Within this paper, we discuss the users of technologies as women as this falls in line with the how the majority of the
industry talks about its users. We do, however, acknowledge and respect that many of these issues face people beyond those
who identify as women, and may not affect some women at all.
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Fig. 1. Examples of FemTech IoT devices. These devices were tested in this pilot study. Figures are taken from
the official websites of the products and altered for presentation in the paper.

all. This has implications for women’s treatment and health outcomes [16]. Recent publications,
such as the book Invisible Women [32], have highlighted this problem and brought it into wider
public consciousness. Similarly, technology companies have often failed to develop solutions for
issues that are faced by many women, like menstrual health. This is best demonstrated by the range
of ‘comprehensive’ health trackers available, which largely failed to originally include a period
tracking function, such as the Apple HealthKit.

FemTech has arisen to provide a technological solution to the medical and technological neglect
of women’s health. FemTech products often work by gaining user-entered data and/or using sensors
to take body or environmental measurements (e.g. ovulation detection, basal body temperature).
These devices continue to collect data about people’s reproductive choices, sexual activities and
detailed insights into their lives. By collecting a vast amount of data and processing them through
advanced algorithms e.g. AI, these technologies assist in managing varied aspects of people’s health.
In doing so, they also create large data sets about their users, often around sensitive areas that
are not collected by other kinds of technology. There is a lack of clarity in both law and industry
practice in terms of how this extremely sensitive data is handled. For example, in relation to how
the user is informed and gives consent, third-party sharing, and how algorithmic bias could harm
users [6, 27, 38, 42]. The increasingly popular FemTech IoT devices introduce a new set of risks.
Various forms of sensors are equipped in FemTech devices and apps including communicational
(WiFi, Bluetooth, NFC), biometric (fingerprint, face/voice recognition, etc.), motion, ambient, and
other health and medical sensors, the combination of which has not been seen before.
In this paper, we contribute to the body of knowledge by identifying the threat actors and

showing how various forms of such threats are already putting women at risk. We also present the
results of some of our ongoing research on the massive data collection of FemTech and tracking
practices. We set an agenda for research in the security and privacy of FemTech and call for a legal
framework to regulate FemTech data.

2 FEMTECH RISKS
Collecting and sharing user data is neither a new, nor a simple problem to tackle; particularly when
different demographics e.g., gender is factored in [18, 28]. FemTech privacy, however, can be looked
at from various angles including user privacy, inverse privacy [22] (where somebody has your
personal data but you do not), differential vulnerabilities [27] (which focuses on the intersectional
qualities of individuals and communities), unraveling privacy [31] (where peer pressure causes
people to disclose information to avoid the negative inferences of staying silent) and collective
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privacy (i.e, the privacy of others e.g., child, partner, family, friend). In this section, we contribute
to the discussions around FemTech privacy and security by reviewing the literature, identifying
the core threat actors and examples of their data misuse.

2.1 (Ex-)Partner and Family
Many of the FemTech solutions e.g., sex toys and fertility apps provide an option for partners to
participate in the experience and/or track their partner’s sexual and reproductive health input
to the system. In some cases, access to partner’s intimate data forcefully or without consent is a
way of maintaining control. Reportedly, intimate partner violence (IPV), gender-based violence
(GBV) and domestic violence have been shown to have significant associations with individuals
and couples suffering from infertility, for example, where there is external pressure to become
pregnant [8, 27]. Cyberstalking [41] is another serious issue, which could be enabled by the extra
tracking functionality of FemTech. Examples of stalkerware usage in intimate partner abuse are
well illustrated in [17]; and the use of FemTech in such cases has yet to be documented in literature.

2.2 Employer and Colleagues
FemTech solutions have already found their way to organisational usage [22]. Veliz discusses many
examples of misuse of health data in the workplace [44]. Such data can be easily collected by the
employer e.g., via offering free health wristbands to employees or under general organisational
health plans. There are concerns around how workplace monitoring threatens women’s equity
[15]. Pregnancy redundancies and impact on promotions have been and still are a reality and
are a big source of anxiety for many working women in almost all countries including the UK
[6]. Access and use of FemTech data when making employment-related decisions is generally an
unknown and unregulated process. Similarly, discrimination in the workplace due to infertility is
an ongoing issue [43]. In her recent papers [14, 15], Brown discusses the potential consequences
of data collection through FemTech; suggesting that these tools could end up increasing the risks
of sex discrimination and sexual harassment in the workplace. Given that FemTech solutions (e.g,
fertility apps) are already sharing these data with third parties including employers [24, 36] without
user consent [27], these technologies could be used to further gender inequality at work.

2.3 Insurance Firms
Health insurance discrimination on the basis of health status is becoming a pressing issue [20, 35].
The progressive market of personalised medicines and health insurance is continuing to make such
discrimination even more serious and complex. Scatterday argues that without users’ knowledge,
their FemTech data is used to “train algorithms used in hiring, housing, insurance, and other
crucial decisions”[36]. Such trained systems may then make harmful predictions, such as increased
insurance costs due to perceived infertility. Health insurance is always entwined with “unraveling
privacy" where people might have to share their health and medical background to avoid the
negative impact on their insurance packages. Health insurance can also explicitly show how the
“privacy of others" could be violated. Consider the case of a person whom an insurance company
has obtained access to the health data of their parents, siblings and other relatives. If a possibility
of a pre-existing medical condition (e.g., infertility or breast cancer) is identified, such insurance
firms will not support the person or do it at much higher rates. A situation that might continue
even after the death of the users; impacting their offspring.
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2.4 Cyber-criminals
FemTech data can be of particular interest to cyber-criminals. FemTech data deals with a complex
mix of health, medical, biometric, and genetic data, alongside sexual activities/orientation, reproduc-
tive decisions, and even religious and political views [27]. Criminals could use such data to blackmail
or harm, particularly when taking socio-cultural differences into account; more marginalised groups
will have more to lose from such disclosures. There have already been cases of this within health
tech. In 2017, criminals obtained access to medical reports of a clinic and blackmailed its patients
[44]. The attackers published thousands of private photos, passport scans, and other personal data.
Data breaches in FemTech is even more serious because of the sensitive nature of the data [34].
Since the entire sector is not properly regulated, there are more risks of more serious attacks on a
wider range of platforms (e.g, PC programs, mobile apps, IoT devices) and beyond.

2.5 Advertising Companies
While tracking for personalised advertising is present in almost all mobile apps, FemTech deals
with a complex and sensitive combination of data. This means the tracking of users enabled by
such data may cause more significant impacts on a person’s life. From app-only data collection to
sensor-enabled FemTech devices, with extra processing via advanced algorithms e.g., AI, FemTech
data reveal people better than they know themselves – inverse privacy. FemTech data also concerns
collective privacy [25] (privacy of others). This includes their contacts, connections and relations,
and the privacy of co-constructed personal information. Reportedly, these apps share sensitive
data (e.g. sex activity) with third parties (e.g. Facebook) the moment the user opens the app, even
without a Facebook account [7]. Apart from the academic research on FemTech tracking practices
such as [27, 38], this fact has been documented in several news reports in the last few years [29],
including the case of selling FemTech data by data marketplaces [19].

2.6 Political and Religious Organisations
FemTech apps commonly include health-based discussion forums via builtin features and social
media plugins. This information is often seen by companies and third parties as ‘public’ whereas
users may consider these forums as closed spaces [38]. The interests on the groups behind the apps
are not always clear to the user. For example in 2019, a Guardian investigation has found a period
and fertility tracker app was funded by anti-abortion, anti-gay Catholic campaigners and where it
was unclear how the aggregated data sets were generated and used by the app and beyond it [23].
Moreover, the potential for new opportunities for misinformation to spread through such forums
remains high, a phenomenon well-documented on other healthcare issues e.g., anti-vaccination
movements [30]. It could be particularly dangerous in cases where organisations are pushing certain
messages in line with their agendas often obscured from the end-user.

2.7 Governments
FemTech data can be particularly of interest of governments. The recent debates around the overturn
of the abortion law in the US Supreme Court [29] has shown very well how FemTech (e.g., apps) can
enable such a systematic tracking and controlling of women’s bodies. Evidently, such concerns are
very real, e.g., the case of an ovulation-tracking app which allowed anyone to access all the user’s
health data [13]. Different governments might want to obtain such data for different purposes. An
example is tracking the menstrual cycles of migrant girls in the USA [12] through two fallacious
apps with an agenda based on religious beliefs or in line with discriminatory government policies
dictating who can and cannot get pregnant [39]. Another example is the news around the tracking
of Iranian women’s pregnancies (e.g., via registering every lab pregnancy test in a centralised
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system) to prevent abortion, and considering legal consequences for an unlawful abortion [11].
Each of these demonstrate a deep violation of the human rights to privacy and bodily autonomy.

2.8 Medical and Research Companies
In 2019, data about millions of patients in the UK’s National Health Service (NHS) was sold to
US-based and other international pharmaceutical companies for research purposes without prior
notice or consent [44]. While this practice was not new and has been done in the past (e.g., sharing
with Google) [33], it created a number of privacy concerns. Even if such data sharing is performed
by applying some form of privacy-preserving mechanisms, the current protection is not enough in
light of emerging technologies. Previous research on medical records has shown that around 90% of
Americans could be identified with three types of data: birth date, gender, and zip code [40]. During
the pandemic sharing medical and health data became a common practice. As Veliz demonstrates
in [44], during crises, decisions are taken opportunistically. By using the appeal of “saving lives",
even the slightest resistance to a proposed extreme measure is silenced. It is essential to note that
privacy losses kill too, e.g., the suicide of a Spanish mother following imaged-based sexual abuse
[44]. FemTech data –similar to any other health and medical data–is often for sale. This problem
intensifies when we learn, as highlighted in this paper, how multiple parties are indeed interested
in such data.
The promise of developing FemTech is to empower women and improve women’s health and

quality of life, but in practice, and as we have elucidated in this section, the risks are already
outweighing the benefits.

3 PILOT EXPERIMENTS AND RESULTS
This section outlines the preliminary study we have conducted into the privacy and security of
FemTech IoT devices currently available for purchase in the UK. These devices were selected by
reviewing lists of companies on FemTech community pages, filtering the companies whose offerings
included devices. This was then sifted again to those that made ‘smart’ devices, that were already on
the UK market. We examined a subsection of the devices in order to determine the appropriateness
of the tests for these types of devices. We studied the devices from different angles including the
data collection, security features, and privacy practices of IoT devices and Apps. Here, we show
how a sample set of FemTech IoT devices collect a wide range of data about the user, their body,
others, environment, and beyond. We also present the results of our studies on how the websites of
these IoT devices track users.

3.1 FemTech Devices and Data Types
In Fig. 1, we have identified off-the-shelf products in the UK, with a range of functionalities
and sensors. For example, some devices fell under the category of fertility (Ava, Breathe.ilo and
Femometer), yet had different ways of measuring the fertile window (sleep, temperature, CO2).
We set these devices up (turning on and connecting to the Android app), and worked with them
as an end-user. We examined what types of data these devices collect, as presented in Table 1.
These devices collect a wide range of data including user-entered data and sensor-collected data.
Such user data include, but are not limited to: information about User (e.g., name, photo, age,
gender), Contact (e.g, mobile, email, address), Lifestyle (e.g., weight, diet, sleep), Period (e.g., cycle
length, ovulation days), Pregnancy (e.g., test results, due dates, IVF), Nursing (e.g., type, volume,
pain), Reproductive organs (e.g., cervical mucus, muscle strength), Sexual activities (e.g., date,
contraceptives, orgasm), Medical information (e.g., medication type, blood pressure, lab reports
scan), Physical symptoms (e.g., headache, constipation), and Emotional symptoms (e.g., happy,
anxious). In addition to data directly concerning the user, these devices also ask for or automatically
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Table 1. User data collected by FemTech IoT devices

Product Elvie Breathe.ilo Ava Vibease Oura Elvie Habit KGoal Garmin Femo-
Smart Fertility Fertility Lipstick Smart Pelvic Aware Pelvic Lily meter
Pump Monitor Bracelet Vibrator Ring Trainer Trainer Trainer Watch Themom.

User’s data, sym = symptoms
User info ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Contact info ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Lifestyle ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Period ✓ ✓ ✓ ✓ ✓
Pregnancy ✓ ✓ ✓
Nursing ✓
Repro. organs ✓ ✓ ✓ ✓ ✓ ✓
Sex activities ✓ ✓ ✓ ✓ ✓
Medical ✓ ✓ ✓ ✓
Physical sym ✓ ✓ ✓ ✓ ✓
Emotional sym ✓ ✓ ✓ ✓

Others’ data
Partner info ✓ ✓
Social media ✓ ✓ ✓
Child info ✓ ✓ ✓ ✓

IoT/Mobile device’s resources
Storage ✓ ✓ ✓ ✓ ✓ ✓
Call/Contacts ✓ ✓
Calendar ✓
WiFi ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Cam/Mic ✓ ✓ ✓ ✓ ✓
GPS ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Bluetooth ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Sensor data ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
AI-enabled ✓ ✓ ✓

collect data about others including: Baby or child (e.g., nursing, sleep cycles, fetal movements),
Social media profiles, forums, or plugins (e.g., Facebook, Spotify), Partner (e.g., details of partnered
sex activities, name, age, photo). These technologies might even ask a bout the medical history of
the user’s family. Finally, These systems also have access to the devices’ resources on the phone
and the IoT device e.g, camera, microphone, device files and storage, phone’s contacts and calls,
communicational sensors (WiFi, Bluetooth, NFC), motion and environmental sensors from the
phone or the device (e.g., temperature, pressure, Co2).

The amount of data collected by each device and app varied across these IoT devices. For example,
the Garmin Lily app had the most calls of the mobile device’s resources, requesting all possible
permissions alongside information about a user’s menstrual cycle, sex life and lifestyle. Within the
Femometer Vinca II Themometer app, you could provide details of miscarriages, expected term of
pregnancy, use of assisted reproductive technology, alongside a variety of measurements of the
fetus. You can even upload lab test results through the camera function. Comparatively, the Elvie
Pump and Pelvic Floor Trainer collected the least amount of data and only requested permissions
related to Bluetooth (including the use of location access as required with Android OS) and WiFi.

3.2 Tracking Practices of the Websites
In order to highlight the non-compliant practices of these systems, we continued our experiments
by testing the websites of these products for their tracking practices. We opened these websites on
Chrome on a Mac laptop in order to observe (i) the presence of a cookie (privacy) notice, and (ii)
its user control options. We then used Brave (a privacy-oriented browser) to identify how many
trackers are activated when the website is loaded for the first time, and before any engagement
with the cookie notice. Brave uses a block-by-design mechanism that blocks and reports ads and
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Table 2. Tracking practices of the websites of the FemTech IoT devices

Product no. of Trackers Cookie Dialogue’s Opt out
(before user engagement) Control Options Option

Elivie Smart Pump 9 Accept all/Customize N/A
Breathe.ilo Fertility Monitor 7 Accept N/A
Ava Fertility Bracelet 7 Accept all/Cookies Settings N/A
Vibease Lipstick Vibrator 2 N/A N/A
Oura Ring Generation 3 5 N/A N/A
Elvie Pelvic Floor Trainer 9 Accept all/Customize N/A
HabitAware Keen2 Bracelet 12 N/A N/A
kGoal Pelvic Floor Trainer 24 N/A N/A
Garmin Lily Watch 2 Accept/Decline/Manage Settings Yes
Femometer Vinca II Thermometer 2 Got it N/A

website trackers while the webpage is getting parsed 2. Our results show that all of these websites
implemented some form of tracking. As shown in Table 2, 7 out of 10 planted at least 5 tracker
cookies in the user’s browser (user tracking, marketing and analysis cookies mainly for user
profiling purposes), 2 even more than 10 trackers. Moreover, the webpage visitors are given limited
control options. 6 out of 10 websites did not present any options to users to customize the cookie
settings, and 4 did not present any cookie notice at all. These are only a subset of the non-compliant
practices, when using the GDPR framework [26], which are present in these products’ ecosystems.
We plan to complete this research by studying more devices and performing a comprehensive
security and privacy analysis on devices, apps, and websites, alongside user studies.

4 RESEARCH CHALLENGES AND OPPORTUNITIES
In this section we discuss the areas that need the attention of the research community as well as
the industry and the regulatory bodies.

4.1 Regulations
Although a wide range of regulations may concern the data types collected by FemTech, the sector
is yet to be properly regulated. Such regulations include the California Consumer Privacy Act
(CCPA)[21], Health Insurance Portability and Accountability Act (HIPPA) [5], Federal Food, Drug,
and Cosmetic Act (FD&C Act) [3], Federal Trade Commission Act [4], the General Data Protection
Regulations (GDPR)[45], UK Medicines & Healthcare products Regulatory Agency (MHRA) [1], and
the EU Medical Devices [2]. As an example, the GDPR recognises some types of personal data as
more sensitive- referred to as “special category data”, and gives these data types extra protection [9].
This data includes the information that reveals racial or ethnic origin, political opinions, religious or
philosophical beliefs, trade union membership, as well as genetic data and biometric data, and, data
concerning health, sex life, and sexual orientation. The law strictly limits the processing of special
category data, although there are some exceptions. The GDPR exceptions are indeed debatable;
another matter which is beyond the scope of this paper. while there is an overlap between FemTech
data and some of the GDPR’s special categories of data, there is no clear mention of FemTech data
in these regulations.

We believe that it is vital to identify the gaps in the existing regulations, as well as studying how
FemTech products can violate these related laws and misuse such gaps. An example of this can be
seen in FemTech companies, such as KGoal, stating the data around a person’s pelvic floor health
and workouts will not “... be deemed to be an electronic health record or an electronic medical
2Brave.com
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record for any purpose whatsoever under any law or regulation, ..." 3. By stating that this data is
not special category, as it is not specifically mentioned within GDPR, the company overcomes the
need to protect it. We invite the researchers in academia and industry as well as the policymakers
to conduct research on a robust framework to revisit some of the established laws and/or initiate
new ones to protect the FemTech users from the existing and potential harms.

4.2 System Studies
A number of system studies have been performed on a subset of FemTech apps e.g., analysis of the
data collection practices of the period tracking app ecosystem and their policies [38], measuring
the tracking practices of fertility apps and their compliance to the GDPR [27], and a traffic analysis
and policy review (with focus on HIPPA [5]) of a subset of iOS apps [22]. Very limited work has
gone into the security and privacy assessment of FemTech IoT devices [42]. We argue that IoT
devices are putting and will continue to put FemTech users at greater risks due to the following
reasons. First, IoT sensors create new opportunities for data collection than just apps and have the
potential to compromise the users’ security and privacy more significantly. Second, they interact
with more aspects of our lives, bodies, and environments than other technologies; meaning their
risks may lead to critical safety issues. Third, not only have we demonstrated that the FemTech
sector is yet to be regulated, but also the lack of enforceable IoT regulation is already well-known
[37]; compounding the issue. In this paper, we identified the threat actors, and we will continue to
work on this by also identifying the threat vectors of FemTech IoT. Other future work includes
identifying the data collection of FemTech systems, implemented security and privacy enhancing
technologies (PETs), existing vulnerabilities, and potential security measures to mitigate them.

4.3 User Studies
To the best of our knowledge, there are no dedicated user studies on the privacy and security of
FemTech IoT devices. It is imperative to understand how users and those whose privacy may also
be implicated in these technologies (partners, family members, etc.) relate to these technologies,
and how well they are informed of its risks. Such user studies can reflect various forms of privacy
(collective, unraveling, inverse, etc.). We would like to find out how the risks of data usage from
FemTech IoT devices will be felt differently, as some people may have more to lose from its
exposure. Moreover, the results of such studies, can contribute to a robust framework offering
privacy, user-centred and security-by-design for the next generation of FemTech products, ensuring
that marginalised and vulnerable users are well-protected. Designing risky scenarios for such
user studies can be followed by borrowing the ‘differential vulnerabilities’ lens introduced in the
context of fertility technologies in [27]. The three dimensions of differential vulnerabilities are: the
exposure to the hazard, the effect of any exposure, and the capacity of response for the user. These
dimensions would help the researchers to conduct inclusive studies and compare the results.

5 CONCLUSION
This vision paper elucidates the many threat actors that could put FemTech IoT users at risk of
mismanagement, misuse and misappropriation of their sensitive data. As the industry expands, so
too do its risks, and it is imperative for research on the legal, technological and human dimensions
of this issue to continue. We show that despite the popularity of FemTech products, their risks are
largely outweighing their benefits, unless more can be done to protect user security and privacy.
We bring these issues to attention and urgently call for further research on them to be conducted.

3www.kgoal.com/pages/privacy-policy
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